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Summary

In this paper the true bias and mean square error have been obtained for the
JIPS estimators suggested by Ghosh and Gomez (1986) to the second degree
approximation and-some comments are given.
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Introduction

Consider a population of N units with y as the variable of interest and
Xas an auxiliary variable. Denote the population totals of the variables
Xand y over N population units by X and Y. The population ratio jR =
YjX is the unknown parameter of interest. We shali draw inference on
R on the basis of k interpenetrating subsamples of size m each.

With notation as in Ghosh and Gomez [1] the two JIPS estimators
proposed by them are

A A A

R^ = kR-(k-l)R,i.)

A A , A

R(, = m R2 —(w — 1) Rn-)

A A

The bias and mean square error of R3 and R^ are given in the following
results.
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Result 11

If the subsamples are drawn independently then for any new sampN

ing design is unbiased for R and B^is

[m Bim X^] - [{m - 1)

for the second degree approximation.

Proof :

For u = 1,2, . . . , ki i = 1,2 k,

taking F,„) =7(1 + e^.), i(„) = AT (1 + du),

= 7(1 + eo,), = ^(1 + e„),

write

B, = kR E ' a elilk'
L ,=i

- E
_ k

Since,

-{k-\)R

r k

'-a=l

r k.
S el Ik

L«=i
E - E

- k

S «ou etjk
- «=1

= E - 1)_

and E
r k

S €oxi €ia
«=1

= E (A: - I)

we get ^3 = 0

For j= 1, 2 k; v=l,2, taking

y/(«) = y [I + eg^(»)]i Xj(v) —X [l+ejj(ti)]
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write

= tn R

- (m- \)R

r n ~ k -i'

E Li.'""] - E S Co) e-ijjk
.

L;=l Ji

~ m k

S S R k
*- v=\ y=i

~ m km k T)
—E S 2 ei7(e) eo;(v)/ffiA: L

I- v=l ;=1 -JJ
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and the required result, is obtained.

Resu!/: 2

A

To the second degree approximation the mean square error of Rs is

(2k*-4k + 3) R' {[v (y)/r«] + [v dm - 2[Cov
Proof of the result is straightforward.

Results: 3

When the subsamples are drawn independently, under SRSWR and
SRSWOR, to the second degree approximation, the mean square error

A

of is

R* {[v(F)/F«] + tv ixm - [2 Cov (i. ^IXY]}

Proof :

In SRSWR and SRSWOR,

Y, = ytjlm),

Xn.) = N S X{,Km - 1)
L i=l

?'v

A rw "1
. YtM = JV y,jlim - 1)
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"•a a Ma a
Since S = m Xj and S Yn^, = m Yj, we have

v=i v=l

m m

meoj = 2 eojit) and mei, = S e^nv)
V=1 V=1

Therefore M(^4) = 7?' E
- k - 2 e,j)lk'j

which gives the required result

Remares

1. From Result 1, it is inferred that, when the subsamples are drawn
independentlyusingany samplingdesign, to the second degreeapproxima-

A

tion, Ra is always unbiased. Hencedefining an estimatefoi Ba as suggested
by Ghosh and Gomez seems to be not necessary.

2. For B3, Ghosh and Gomez have proposed the estimator whose
expected value is

im - 1) [BW - B<inikX\

while the true bias is

[w5® - (m - 1) 5|»]/A:Ar«

3. Since the mean square error of the conventional ratio estimator is

R*{[V(hlY'] + [V(hlX']-[2Cov{X.Y)l^n,

it is noted that from the Results 2 and 3, for A: > 1, the mean square
A

error of R^ is always larger than that of the conventional estimator and
A

the mean square error of Ri is same as that of the conventional estimator
when samples are drawn by either SRSWR or SRSWOR.

A A

It is concluded that the estimators and Rt are in no way superior
tP the usual ratio estimator, when simple random sampling is adopted,



JACBKHIFB BSTIMATOKS 287

ACKNOWLEDGEMENT

The author is grateful to Dr. K. Suresh Chandra. Department of
Statistics, University of Madras for his help and guidance and is also
grateful to the referee for many useful suggestions.

REFERENCE

[I] Ghosh,S. and Gomez. R- (1986): Comparision of Ratio estimators based on
interpenetrating subsamples with or without jackknifing. Jour. Ind. Soc, Ag.
Statistics, 38; 200-210.


